ISSN 2307-3489 (Print), ISSN 2307-6666 (Online)

Hayka Ta nporpec tpatcmopty, 2023, Ne 2 (102)

[HOOPMALIMHO-KOMYHIKALIITHI TEXHOJIOT' i TA MATEMATUYHE MOJIEJIFOBAHH S

UDC 347.78:82

V. . SHYNKARENKOY, I. M. DEMIDOVICH?", 0. S. KUROPIATNYK ¥

"Dep. «Computer and Information Technologies», Ukrainian State University of Science and Technologies, Lazariana str. 2,
Dnipro, Ukraine, 49010, tel. +38 (056) 373 15 52, e-mail shinkarenko_vi@ua.fm, ORCID 0000-0001-8738-7225

2*Dep. «Computer and Information Technologies», Ukrainian State University of Science and Technologies, Lazariana str. 2,
Dnipro, Ukraine, 49010, tel. +38 (056) 373 15 52, e-mail 2019demidovichinn@gmail.com, ORCID 0000-0002-3644-184X
3*Dep. «Computer and Information Technologies», Ukrainian State University of Science and Technologies, Lazariana str. 2,
Dnipro, Ukraine, 49010, tel. +38 (056) 373 15 52, e-mail olena.kuropiatnyk@gmail.com, ORCID 0000-0003-2286-884X

A Dual Approach to Establishing the Authority of Technical Natural
Language Texts and Their Components

Purpose. The study is aimed at testing the hypothesis that it is possible to determine plagiarism by methods of
establishing the authorship of a text without using a text bank and their direct comparison. Methodology. Construc-
tive and productive models of the processes of establishing the authorship of technical texts for two methods have
been developed. The first method is based on the formation of a text model in the form of a set of formal substitu-
tion rules with probabilistic weights (as in stochastic formal grammars), which reflects the syntactic features and
patterns of text formation by the author. The degree of similarity between the text under study and another text is
determined by comparing their models. The second method is a classical approach to detecting borrowings (plagia-
rism) by directly comparing the text under study with an existing text bank, highlighting repeated text fragments,
and determining the degree of originality. Experiments were conducted to establish the correlation between the re-
sults of these two methods. The experimental base consisted of 509 text sections of theses of students majoring in
«Software Engineering». Findings. Experimental studies have made it possible to establish a high correlation be-
tween the results of the two methods. Correlation coefficients in the range of 0.75...1.0 and with an average value of
0.88 were obtained provided that borrowings are taken into account for text fragments of at least five words in
length. Originality. For the first time, the authors have identified the possibilities and proposed methods for indirect
plagiarism detection without using a large text bank. The essence of the model is to formalize the representation of
the author's sentence syntax by a set of substitution rules with probabilistic weights. Practical value. Based on the
results obtained, the possibilities for detecting borrowings have been expanded and the effectiveness of the corre-
sponding methods has been increased. Recommendations on the parameters of classical methods for detecting bor-
rowings have been obtained, in particular, it is recommended to take into account text fragments of at least five
words in length as a rational parameter when using borrowing detection systems. The possibilities of text authorship
detection methods tested on fiction texts are extended to technical texts.

Keywords: natural language texts; authorship determination; statistical analysis; classification; correlation coef-
ficient; constructive-productive modeling; constructivism; formal grammars; graphs

Introduction cient efficiency and cannot work with texts of differ-
ent languages and topics, and also do not work with
the stylistic features of the author to a sufficient ex-
tent.

Consider two tasks for processing natural lan-
guage texts:

— the task of borrowings identifying (establish-
ing the authorship of individual parts of texts —
phrases, sentences, paragraphs, the text as
a whole). There is a text, and it is necessary to
highlight those parts of it that are already found in
earlier texts by other authors and establish the de-
gree of the text originality;

The problem of identifying similarities and dif-
ferences in the various authors’ texts is still rele-
vant due to the difficulties of identifying common-
alities that are not a direct coincidence of the text.
A special difficulty is working with specific char-
acteristics of a certain language, which significant-
ly complicates the task and makes it impossible to
create a unified toolkit.

Currently, approaches from the theory of pattern
recognition, mathematical statistics and probability
theory, algorithms of neural networks and cluster
analysis, and many others are used for text attribu-
tion. However, all such methods do not have suffi-
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— the task of establishing the text authorship
according to the style and other features of the au-
thor's text.

To solve the first problem (the problem of bor-
rowings identifying), it is necessary to have
a complete bank of texts to compare with. Taking
into account their huge number, and the presence
of various storages and storage methods (in partic-
ular, file formats), there is a certain probability of
positively erroneous decisions, i.e. part of the bor-
rowings will not be detected.

For the second task (the task of establishing syn-
tactic similarity), it is necessary to have a certain
number of the author's texts, at least one text of suf-
ficient length. At the same time, no specific borrow-
ings are identified, but conclusions are drawn about
the text as a whole. Previously, the authors of the
work should pay attention to the specificity of the
speech by a specific author [15, 26].

In this paper, we study the correlation depend-
ence between the results of solving these two prob-
lems. For this, the approach of constructive-
synthesizing modeling proposed by the authors for
solving both problems is applied and the corre-
sponding methods are developed.

Both tasks are solved using software tools that
implement the constructors presented in this arti-
cle. They are multi-parametric and solve the prob-
lem with varying degrees of accuracy. The expert
must make the final decision. For an expert, the
results of checking by one of the methods (solution
of one problem) may be sufficient. For a more ob-
jective expert decision, both of these methods can
be used.

Related works

One of the problems considered in this paper is
the identification of borrowings. Borrowing is
a fairly common problem in academic fields, in-
cluding scientific articles, publications, inventions,
etc. [1]. Plagiarism comes in many varieties; for
example, self-plagiarism (publishing the same or
very similar articles in several journals) or using
the texts of other authors.

This phenomenon can be observed in both aca-
demic and non-academic environments. Academic
plagiarism is one of the most serious forms of aca-
demic misconduct and negatively affects the edu-
cational institution and its employees. Research
articles containing, among other things, plagiarism,

interfere with the scientific process [25]. The exist-
ence of plagiarism can have serious consequences.
Plagiarism of research articles can significantly
affect the work of specialists in various fields, for
example, plagiarism in the medical field can
threaten the safety of patients [25]. In addition,
plagiarism wastes scientific resources. Even detect-
ing, investigating and punishing plagiarized re-
search articles requires a lot of effort by academ-
ics, institutions and funders [25].

There are many methods of working with bor-
rowings and their detection. All of them can be
grouped: lexical detection methods [4] (working
only with symbols or their sequence of a certain
length [9] in a document or even words [5]); detec-
tion methods based on lemmas [8] and syntax
(working with the syntactic structure of a sentence,
i.e. parts of speech) [10], grammars [15, 27], detec-
tion methods based on semantics [13, 20] and
comparing a certain sequence of words [21] or sen-
tences [6]; detection methods based on ideas and
contents go beyond the analysis of the text in the
document, for example: the mathematical compo-
nent [14], citations [22] and images in it [18].

Checking a suspected document for plagiarism
manually is an extremely difficult and time-
consuming process for different source documents
[1]. Therefore, the use of computer systems is ap-
propriate. The plagiarism detection tools that have
been proposed so far are capable of detecting dif-
ferent types of plagiarism; however, the detection
of plagiarism in the text depends on experts [19].

In Ukraine and other countries, means of de-
tecting plagiarism and borrowing have been intro-
duced in the academic environment and universi-
ties. However, even with sufficient efficiency and
credibility of the work, it is not possible to ensure
coverage of all sources of plagiarism due to the
constant increase in their number and free access to
them on the Internet.

A hypothesis is put forward about the possibil-
ity of identifying borrowings by methods related to
establishing the authorship of texts based on the
analysis of the author's existing text.

The second problem, which is the subject of
this research, is establishing the authorship of the
text. Accurate and reliable authorship establish-
ment requires the use of a certain texts’ corpus by
different authors, which will allow establishing
a style characteristic of them and subsequently us-
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ing this to establish the authorship of other texts.

Methods for solving this problem belong to the
same groups as methods for identifying borrow-
ings. Due to the formalization of the text, they
have a wide range of applications for different lan-
guages in the world. An example of the methods
and approaches range to solve the problem is the
use of neural networks for Ukrainian texts [17],
a genetic algorithm for working with Turkish texts
[10], establishing the authorship of ancient texts in
Hindi [22], using the peculiarities of the parts of
the language and different stylistics usage [7], as
well as features of working with small texts [2] and
even text messages [12].

However, none of the methods or their combi-
nation still gives 100% accuracy in determining the
authorship.

Purpose

The research aiming to test the hypothesis of
the determining plagiarism possibilities by estab-
lishing the text authorship methods without using
a texts bank and their direct comparison.

Methodology

The processes of texts authorship identifying
using the constructive-production modeling. To de-
termine the authorship of texts, a constructive-
production approach to modeling the sentence struc-
ture is used. This process consists of the sequential
work of the following constructors: the constructor-
converter of natural language text into tagged text,
the constructor-converter of tagged text into a set of
formal substitution rules with a probability measure,
and the constructor-measurer of the two texts simi-
larity degree. They are described in more detail in
the authors' previous article [23].

Constructive and synthesizing modeling of bor-
rowing detection processes. The graphic represen-
tation of the texts constructor. To speed up the
comparison of the text, it is suggested to use the
designer-converter of the natural language text into
a graph. The idea of the constructor's work is to
create a graph structure based on the text, which
contains all the chains that have the input text and
does not contain extraneous ones.

The constructor has the form:

C=< M,Z,A>SHCQ =< Mg,Zg,Ag >,

where M - is an extensible medium that includes

sets of graph constructions, language constructions
(words, sentences, etc.) and their elements, X, —is

a set of operations and relations on the elements
M,, A, —isasetof CIS statements.

Claims about the carrier. The carrier includes
multiple terminal and non-terminal elements
M, T, UN,. Terminals are language construc-

tions constructed by ,C; the constructor and their
components (T; ), as well as graph constructions
and their components T, =QUQ, UT; UV UE,

Q, - is a set of graph constructions, V, E — sets

of vertices and arcs with their attributes.

The vertex has the attributes
w ,=(id, content) , id — identifier, accepts inte-
ger values, content — part of the text structure. At-
tributes of the arcw .= (id, routes, start,end), id

— identifier, takes integer values, routes— set of
numbers of the paths in which the arc is included
(indicates the order of traversal of the graph),
start, end — vertices that are incident to the arc e.

Denote a loaded graph as 7G:<V,E>,

Wy
V ={y, i}, E={y,€;} — is the set of vertices and

arcs loaded with attributes. Each set contains an
empty element.
The graph has the following attributes

W ,=(start_v, last_v, current _v, amount _1},
where start_v — is the starting vertex of the
graph, last v — is the last added vertex,
current_v — is the current vertex when forming
the graph, and amount _| — s the number of cycles
that the starting vertex includes.

Operations statements. A substitution relation
and several specified operations are used to con-
struct the graph [25]:

— definition of an arc by incident vertices;

— finding a vertex with a content weight attribute
equal to the given value;

— execution of n operations from the given list;

— calculation of a set power;

— addition of two numbers;

— union of graphs;

— partial and complete removal.
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The complete ontology of the graph construc-
tor, as well as the specification of the graph con-
struction rules, are presented in [26].

The goal of construction is to construct a graph
structure that corresponds to a given text structure.

The graph constructor is limited by the text
construction. The number of graphs depends on the
number of different characters in the text.

Initial conditions for the construction of
graphs: ¢ — a non-terminal from which the deriva-
tion begins.

Construction completion condition: the form
does not contain non-terminals and each text con-
struction element corresponds to a graph construc-
tion element.

Text comparison is performed as follows: two
texts are input: in the form of a line and an ordered
graphs set; a character-by-symbol comparison of
the string text with the text in the graphical repre-
sentation is performed. The graph is selected so
that its starting vertex has a content attribute
content equal to the current character in the text.
After establishing this equality, traversal is per-
formed in the graph in the order that corresponds
to the order in the text-line. If the specified order
cannot be found in the graph, then the transition to
the next word in the line and another graph in the
set is performed. The result of the comparison is
the lines set — fragments that occur in both input
texts. After that, the percentage of borrowings can
be calculated as the ratio of the total found frag-
ments length to the length of the input text string.

Let's formalize the specified processes using
the constructor for comparison:

C=<M,Z,A>,—C.(t,{G},
param) =< M, 2., A¢ >,

where M. — is a carrier including sets of terminal
(T¢ ) and non-terminal (N.) symbols, . —is a
set of operations and relations on the elements of
M., Ac —is aset of CIS statements; t — text in
the form of a string — a sequence of characters t;
(reformatted text in which the paragraph and line
break symbols are replaced by spaces); {G;} — the

text presented in the form of an ordered set of
graphs, which is the result of the work of the C,

param — the minimum number of words of the
fragment, which is considered a borrowing.
The  carrier  claims. Mc 2T UNg,

T,=QUQ, UT, UVUEUX;, UR, where X,

is the integers’ vectors set of indicating the begin-
ning and end positions in the text fragments that
are the same in the two texts, R—is a set of real
numbers, which includes the percentage of borrow-
ings in texts that are checked for originality.

Statement of operations. A substitution relation
and several specified operations are used to com-
pare text presented as a string and text in a graph-
ical representation:

— «(G;.,t;,{G;}) — is linking the symbol t; of
the string text with the corresponding graph
G; €{G,}:content.istart _vertex./G; =t;, Wwhere

int

aJb— s an access operation to attribute a of entity
b, {G;}— is text in the form of a set ordered by

start_vertex graph sets;

— A(r,t,,G;,v,,cr) — is a connecting the next
character of the text t; with the vertex of the graph
G, , while there is a transition from the v, to the

vertex v along the arc e €E,, cr —is an inte-

wi ~i

ger, the route number in the graphG,, r — is the
operation result, r=true, if
Iw;Je, e E; :w; =(id, routes,v,,v), while

v =start _ vertexJG; (cr +1) e routes;, otherwise —

cr e routes; , routes, ;- le;, , :end.Je_; =V,
v,veV,, G;=V,UE,;, weightdv=t, else —
false;

— +(c,a,b) — is an addition of two numbers
aandb, c=a+b;

— x(i, f,s) —is an entry at the end of the list of
boundaries of common fragments f boundaries
S, i of the borrowed fragment,
s<i,s>0,0<i<[t|, [t| — the length of the text
submitted for comparison, in characters;

— |t|— is a determination of the text length in
characters t, presented as a string, [t|>0;

— =(a,b) assignment of entity a to value b;

- 4 (q.t, f, param) —search q — the number of
words in parts of the text t, the limits of which are
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determined f — a list of numbers, where each odd

element is the position in the beginning borrowed
fragment of the text, even — the end, param- the

minimum number of words fragment, which is
considered as a plagiarism;

— /(c,a,b) —is a calculation of ceR,ce[0;1]
— is the fraction that makes up a from b;

— <(c,a,b) —is a comparison of a,b, c=true,
if a is less than b, otherwise ¢ = false ;

— >(c,a,b) —is a comparison of a,b, c=true,
if a is bigger b, otherwise ¢ = false ;

- =(c,a, b) — is a comparison of a,b,
c=true, if a is equal to b, else c = false;

— &(c,a,b) — is a logical «and» operation on

operands a and b, c is the operation result.

The purpose of the construction is to establish
the degree of the texts similarity by comparing the
text in the form of a line with the text in the graph-
ical representation built by the constructor C, .

The initial construction conditions t — is the
text in the form of a string in which borrowings are
sought, i =0 — is the number of the symbol in the
text t, from which the comparison begins, {G;}-
is the text in the form of an ordered set of graphs,
o,0.— is an initial non-terminal (axioms).

Construction completion condition: getting
a number from 0O to 1 that reflects the similarity of
two texts represented as a string and a set of
graphs.

The specification of the constructor for compar-
ison:

Ce =<Mc ,Zc, Ac > Cc =M, Z Ay >

where M, oM¢, 22 , Ay DA UYy,
Wi ={({s;}.{0:})} —is a set of production rules,
s; — is a substitution rule, g;,— are operations on
attributes, s, =(5,1,5,), 0 =(0i19i2): S5, —
operations on text in the form of a line and a graph,
respectively, operations g;,,g;, are performed

before and after the substitution rule s; respective-
ly.

Consider the rules s, —s;, which allow form-
ing a vector of positions (integers) f of borrowed

fragments in the text t.

If the text string is not processed completely,
that is, the current position is less than the length
of the text |t| (checked usingg,,,g,,), the connec-

tion of the current character of the line with the
graph G, inthe set {G,} is performed

s =(a 4o ta),
Si2 :<G a—>*(G; 'ti'{Gi })B>,

011= << (L, i,|t|)>, 0, = <+(i,L ')> .

For a connected graph, its connection (s, ,) is

performed with successive symbols of the text-
line, matching the top of the graph with the load t,

to the symbol of the text, s, ensures progress
along the text-line.

S11 =521 =S311 S :<B 2> AN, Gy st)“/> '
01 =(< (x2,i,]t]),

Uy =(+(1,1,i),=(s,i),=(r2,r)).

As long as there is a vertex in the graph for
each subsequent character of the text, the construc-
tor moves to the next graph vertex and the text
character

S32 =<Y s> AN, Gy ’Vs)Y> ,
93 =(< (C.i[t]),= (r2,r2,true), &(13,c,r2)),

93,2 = <+(i,l, i)’: (r2, r)> .

If no match was found for the current character
of the text-line among the graph vertices and be-
fore that several characters were processed, ac-
cording to the rule s,, constructor writes the pro-

cessed fragment boundaries s to the list f , and
then it goes to the next word in the text (s, ).

S41="S551 :<a 14_>ti0‘> )

S4,2 =<Y 1:5_)X(i! f,S)G>,
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_ [=(14,t;,nbsp),== (r,r, false),
Jas = > (rl,s,i),&(t5,r,rl)

Oap = (+(0,L1i)).

If no match was found for the current string
text character among the vertices of the graph and
the previous symbols were not processed, we move
to the next word from the text (s;,) and then link

the text to another graph
S5, =(B s—0)

s, =(==(r,r, false), = (r1,s,i), &(t6,r,r1))

s, =(+(i,110)).

Rule s, allows you to calculate the percentage
of borrowings in the text

Se1 =€

e 2= 1 (q,.t, f, param),
2\ (@, 1[0.(t]-1) ], param)

01 =(= (7, [t])).

The interpretation means the established corre-
spondence between the operations of X, and the

algorithms of some algorithmic structure contain-
ing the set of algorithms V, ={A ‘;} , where X,

Y, — are the sets of input and output values of the
algorithm A .
The algorithm of the
4 (q.t, f, param) consists of:
1. g=0k=0;
2. until the end of the list f (k is less than the
number of elements in f ):
2.1. for the text fragment t from the symbol
f, to f,,, countthe words number q_;
2.2. ifg, > param, then q=q+q,;
23. 9.=0k=k+2,.
The implementation of the constructor means
the formation of a set of values Q(C.)<[0;1],

which is the degree of borrowing of line texts con-
cerning the texts in the graphic representation.

operation

Experimental studies. Predefined constructive
and production models of the texts authorship de-
termining processes and their software implemen-
tations are applied to experimentally test the hy-
pothesis regarding the possible statistical relation-
ship between the results of solving the correspond-
ing problems: the task of identifying borrowings
and the task of text authorship establishing accord-
ing to the style and other features of the author's
text.

The purpose of the experiment. To determine
the suitability of using the text authorship deter-
mining method with the help of a constructor that
displays the sentence structure for the tasks of de-
tecting borrowings (in a broader sense — plagia-
rism).

The experimental base is 16 text files in docx
format, which are documentation for diploma pro-
jects of the OKR «Bachelor» in the direction
6.050103 «Software engineering»
DNUZT-2018 (size 0.7 Mb — 27.3 Mb). Each file
contains structural sections (28-33 pieces). Each
section is allocated in a separate txt file. The total
texts sections number (files) is 509.

The technical characteristics of the PC do not
affect the results of the experiment.

Methodology of the experiment. The experi-
ment consists of three logical parts:

1) determination of the borrowings percentage
in the text using the graphical text representation
model [12, 25];

2) determining the percentage of borrowings
by analyzing the author's style;

3) results 1 and 2 correlation coefficient calcu-
lation.

Part I has the following stages:

1) automated analysis of the document struc-
ture, which is performed based on the analysis of
the XML structure of its file, according to which
the headings, designed with the help of built-in
heading styles, determine the boundaries of sec-
tions [16]; formation of txt files containing the
texts of individual sections. When creating files,
the texts of the section undergo preliminary pro-
cessing: removal of control symbols, conversion to
one case, unification of punctuation marks, etc.;

2) the i-th document files-texts section graph-
ic representation construction;
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3) setting the parameters and comparing the j-
th document txt files set with the i-th document
sections graphical representation;

4) forming a summary results table (table 1);

5) assignment of new comparison parameters
values and points 3—4 repetition;

6) transition to the (j+1) th document.

Part Il consists of the following stages (add the
constructor):

1) completely coincides with the first part of
the experiment step 1;

2) conversion of the text from the txt-file into
a formatted text with the parts-of-speech indica-
tion, number and gender using the first constructor-
converter CP;

1zt stage J/

Parsing

2nd stage U
byCo /'

Graph Building

s
! .
| and extract section

parsing the xml-structure

dof for each SO-file: create an
object-work as graph

~
\
|

\

| dof create section object (SO)

Ve N
I.-' preprocessing SO text '-.I

do/ remove control

N

symbols, bring to one case,
\ unify punctuation marks etc. |
\ y,

e ; N
( forming the document tree |

\ representation of text file |
] A A
) -

3rd stage
by Cc g

-
I.-' Comparing text \

doisetting parameters
do/ comparing a set of SO files of jth
document with a object-work of the ith

\ do/ add SO to tree

—non-processed xml node e:-iis;|

|
S

/ document

change parameters

all section are processed

I.-' Save Documents

4th stage)

p
‘ I.-' Forming result -.I

|\ doffor each SQintree: |

\ dol create table of result |
“___ do/saveresult

@

non-processed document exisis’

Fig. 1. The sequence of performing the search for borrowings
in natural language texts using the graph constructor

3) forming the rules of the stochastic construc-
tor based on the tagged text by the second con-
structor-converter CT;

4) with the help of a constructor-measurement
CE, the calculation of the similarity of two sto-
chastic constructors reflecting the syntactic struc-
ture of the texts being compared;

5) formation of a summary table of results;

Table 1 presents the sequential comparison re-
sults of the two diplomas’ relevant sections with
each other (P1, P2,..P30) using the two methods
described above in a percentage of coincidence
between them.

Due to the differences between the two ap-
proaches to comparison — the use of sentences in
the first and words sequences without taking into
account sentences in the second — the graph con-
structor worked with different comparison parame-
ters, which are the type of fragment and its mini-
mum length, at which a fragment can be consid-
ered borrowed (37 respectively).

The work result of the constructor-calculator
based on the sentences’ syntactic structure in the
two relevant sections is located in the «sentence»
row of the table. 1 and reduced to percentage form.
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Fig. 2. The sequence of performing the search for borrowings in natural
language texts using the sentence constructor

The section comparison result based on the
graphical representation is located in lines 3—7 of
the words in the table. 1, depending on the selected

word sequence length for comparison. For clarity,
the approximate percentage of section similarity is
highlighted in the table.

Table 1
File comparison results using the graph constructor
and the sentence structure constructor
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

sentence 0.00 23.00 45.00 3.00 17.00 62.00 0.00 42.00 6.00 2.00
3 words 0.66 27.43 62.79 5.56 21.43 65.04 0.00 45.45 5.48 6.67
4 words 0.00 25.66 55.81 0.00 0.00 63.69 0.00 45.45 5.48 6.67
5 words 0.00 25.66 46.51 0.00 0.00 63.18 0.00 45.45 6.85 0.00
6 words 0.00 22.71 46.51 0.00 0.00 62.54 0.00 0.00 0.00 0.00
7 words 0.00 20.94 46.51 0.00 0.00 62.54 0.00 0.00 0.00 0.00
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Continuation of Table 1

P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
sentence 0.00 60.00 3.00 16.00 4.00 25.00 5.00 100.00 | 39.00 2.00
3 words 24 35.73 2.07 15.76 9.69 41.38 4.51 100.00 | 38.71 29.63
4 words 0.00 68.43 3.45 15.76 52 0.00 4.51 100.00 | 38.71 29.63
5 words 0.00 31.86 3.45 13.79 0.00 24.14 4.51 100.00 | 38.71 0.00
6 words 0.00 30.47 0.00 13.79 4.62 15.52 4.51 100.00 | 38.71 0.00
7 words 0.00 28.81 0.00 13.79 3.93 15.52 0.00 100.00 0.00 0.00

P21 P22 P23 P24 P25 P26 P27 P28 P29 P30
sentence 1.00 0.00 19.00 68.00 0.00 0.00 56.00 17.00 14.00 0.00
3 words 0.42 2.00 20.95 22.92 0.00 0.00 60.37 15.15 24.24 16.67
4 words 0.76 3.33 18.1 19.79 0.00 0.00 58.74 15.15 15.15 0.00
5 words 0.00 3.33 18.1 73.95 0.00 0.00 55.7 15.15 15.15 0.00
6 words 0.00 0.00 18.1 19.79 0.00 0.00 52.99 0.00 0.00 0.00
7 words 0.00 0.00 18.1 19.79 10.67 0.00 47.77 0.00 0.00 0.00

Obtaining a zero similarity of some partitions is
usually due to their size being too small to reliably
reflect the similarity. In this work: fragment type —
word, minimum length: from 3 to 7 words. This
length is determined by the results of research [16],
the data of which are partially shown in Table 2.

Since the experimental base of this study con-
tains scientific style texts, which mainly have
a complete grammatical basis and secondary claus-
es, the minimum sentence length is three words.

Regarding the maximum length, based on the
data in the table. 2, it is advisable to take 7-9.
However, the parallel execution of the experi-
ment’s second part indicates the consideration suf-
ficiency of the maximum equal to seven.

Discussion of experimental results

The obtained similarity results for 16 diploma
theses were compared and the correlation coeffi-
cient was obtained for the results of the work of the
two described approaches. The comparison was
made taking into account the different lengths of
the sequence of words, from 3 to 7 in number, and
the following results were obtained.

For 3 words in a row, the average value of the
correlation coefficient was 0.00053, which is an
unsatisfactory result and demonstrates a large dis-

crepancy between the results of the two applied
methods.

When using a sequence of words with a length
of 4, the reliability of the results has improved sig-
nificantly — the average value is 0.82, which allows
us to say that the analysis starting with 4 words is
reliable and reflects the real state of affairs.

In longer experiments using word lengths 5 and
6, the obtained results also reflect the feasibility of
using precisely these lengths of word sequences as
the most informative. The average value of the cor-
relation coefficients is 0.88 for calculations with
a sequence length of 5 and 0.82 for a length of 6
words.

The results of working with a 7 words se-
guence. The result is similar to working with 3
words in a row and it points out the impracticality
of their use

The average value of the correlation coefficient
is 0.000531, which is an unsatisfactory result and
indicates a strong discrepancy between the two
methods. The general result can be considered the
sufficient correlational similarity of the two meth-
ods and identification of the required sequence
lengths for a reliable reflection of the author's
style.
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Fig. 3. Maximum and minimum correlation
similarity values of two methods for 16
theses using sequences of length 3—7
Table 3
Correlational similarity of the results obtained using the constructor
of the sentence structure and the constructor of graphs
with 5 words in a row for 16 diploma theses
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 9 | 91 | 84 | 77 | 84 | 89 | 89 97 81 81 83 | 94 | 85 | 97 | 82
2 98 95 | 88 | 86 | 96 | 80 | 90 86 86 | 100 | 75 | 77 | 8 | 79 | 83
3 97 | 99 82 | 81 | 94 | 98 | 79 88 86 76 83 | 91 | 79 | 96 | 83
4 90 | 98 | 80 89 | 75 | 86 | 77 76 80 97 84 | 98 | 94 | 87 | 99
5 88 | 89 | 95 | 95 82 | 81 | 89 99 94 91 86 | 85 | 75 | 78 | 87
6 95 | 89 | 85 | 82 | 86 99 | 91 98 83 97 89 | 96 | 77 | 98 | 88
7 98 | 84 | 91 | 84 | 99 | 82 89 87 87 99 78 | 86 | 91 | 81 | 79
8 88 | 93 | 99 | 75 | 84 | 83 | 91 81 93 89 76 | 89 | 89 | 80 | 98
9 90 | 89 | 92 | 86 | 87 | 91 | 99 | 86 84 87 97 | 75 | 96 | 88 | 87
10 | 97 | 99 | 87 | 86 | 85 | 75 | 87 | 98 | 100 98 93 | 75 | 98 | 79 | 83
11 | 91 | 93 | 79 | 87 | 92 | 90 | 90 | 76 86 89 95 | 84 | 77 | 93 | 82
12 | 90 | 88 | 91 | 89 | 83 | 91 | 98 | 86 76 93 75 91 | 89 | 94 | 84
13 | 88 | 99 | 78 | 80 | 85 | 93 | 95 | 83 91 96 95 98 94 | 84 | 78
14 | 94 | 99 | 87 | 91 | 95 | 80 | 90 | 79 98 81 86 82 | 97 98 | 75
15 | 96 | 87 | 94 | 86 | 94 | 78 | 98 | 79 99 87 96 88 | 85 | 82 98
16 | 99 | 95 | 76 | 93 | 79 | 89 | 90 | 76 90 82 96 76 | 91 | 75 | 78
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Originality and practical value

The research was carried out on technical pro-
gramming texts. It is expected that the method can
also be applied to texts from other technical fields,
but this position should be supported by relevant
experiments.

With small volumes of the text, a weak results
correlation for identifying borrowings and estab-
lishing the texts authorship was observed, which
requires further research. There are no clear
boundaries between small and large volumes of
text. According to the results of the experiments, it
was established that for a satisfactory result, the
minimum volume of text should be 10 characters
and consist of 5 sentences.

When choosing text samples, the author should
take into account that the author's style can change
due to the passage of time, different text topics,
and changes in commonly used templates for the
text’s formation.

We believe that the proposed method of the
text’s authorship establishing can be widespread
and effectively used for various Slavic languages.
Other languages, such as English, where fewer at-
tributes of words, which are compensated by sen-
tence building patterns, as well as more formal re-
guirements for it, significantly weaken the capabil-
ities of the proposed methods.

The presented method of the text’s authorship
establishing can also be used to identify the pres-
ence of a large borrowings volume. This can serve
as a reason for further, more thorough verification
by software tools or with the involvement of ex-
perts.

To check the text for the presence of plagia-
rism, it is necessary to have a large bank of texts
by other authors to detect these borrowings, which
can be difficult due to the constant increase in the
number of materials in free access and the variety
of forms and formats of their presentation. Unlike
well-known programs for identifying borrowings
and establishing authorship, the proposed approach
is limited to the availability of a relatively small
volume of the author's texts and does not require
a large bank of texts.

In the course of working with explanatory notes
for students’ diplomas in the programming field, it
was established that the approach allows working
only with natural language text. The method did
not work with sections that include program code
that could not be processed this way. In the future,
it is planned to develop a constructor that will be
able to process texts in formal languages.

Findings

The work confirms the hypothesis regarding the
high connection between tasks, methods of solving
them, and results regarding establishing the author-
ship of technical texts and identifying borrowings.
It was established that the correlation ratio between
the results can be more than 0.9%.

A constructive-production model of the text au-
thorship establishment was developed based on the
features analysis and regularities of the author's
sentence formation style. The essence of the model
is to formalize the representation of the author's
sentence syntax by a set of substitution rules with
a probability load. The obtained results show that
the proposed method has high efficiency compared
to the methods used earlier [3].

A model of technical texts was developed tak-
ing into account the author's style, thanks to the
reflection of the unique stylistic and linguistic fea-
tures of the author's own language allows to signif-
icantly simplify the identifying borrowings process
and establishing authorship due to the using only
one author’s work instead of a whole texts’ corpus —
possible sources of borrowing.

The results of the experiments determined the
value of the rational parameter — the text fragments
minimum length (in the number of words) that
should be considered borrowing, it is equal to five
words. This should be considered as a recommen-
dation for the use of any plagiarism detection pro-
grams.

The proposed method can be used both to solve
the problems of finding borrowings and to estab-
lish the probable authorship of the text.
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Merta. [locnikeHHs CIIpSMOBaHO Ha MEPEeBIpKy TiMOTE3H 00 MOXKIMBOCTEH BU3HAYCHHS IIariaTy MeToAaMu
BCTAHOBJICHHSI aBTOPCTBY TeKCTa 0€3 BHMKOpDHCTaHHS OaHKy TEKCTIB Ta IX Oe3NocepesHbOro IMOpiBHIHHS.
Metoauka. Po3po0iieHO KOHCTPYKTHBHO-TIPOYKIIiFHI MOJIETI MPOIIECiB BCTAHOBJICHHS aBTOPCTBA TEXHIYHUX TEKC-
TiB 11 ABOX MeroniB. [lepmmuii Mmeton 3acHOBaHHUN Ha (pOpMyBaHHI MOJENTI TEKCTY Y BUTIISAAL Oe3midi popMaTbHIX
MpaBUJI MiJCTAHOBKH 3 IMOBIPHICHUMH BaraMi (K y CTOXaCTHYHHX (POpMalbHHX I'paMaTHKaX), IO BimoOpakae
CHHTAaKCHYHI OCOOJIMBOCTI Ta 3aKOHOMIPHOCTI (pOPMYBaHHS TEKCTY aBTOPOM. BCTaHOBIIOETHCS CTYHIHB CXOXKOCTI
JIOCITIZPKYBAHOTO TEKCTY 3 IHIIUM METOJIOM MOPIBHSHHSA iX Mozenel. Jpyruit MeTon — KIacHYHUH MiAXiA 10 BHUSAB-
JICHHSI 3all03W4eHb (IUIariaty) HUITXoM 0e3rocepeIHbOro MOPIBHSHHS AOCIIKYBAHOTO TEKCTY 3 HasBHUM OaHKOM
TEKCTIB, BUIUICHHS (parMeHTIiB TEKCTY, IO MOBTOPIOIOTHCA, i BCTAHOBIICHHS CTYICHS OpHTiHAIBHOCTI. BukoHaHO
eKCIEPHUMEHTH III0/I0 BCTAHOBIICHHS KOPEIIAIIIHOI 3a7I€KHOCTI Pe3ynbTaTiB X ABOX MeTOAiB. ExcriepuMeHTanpHa
6a3a cxmaganacs 3 509 TEKCTOBHX CEKIiM AMIUIOMHHMX POOIT CTyHeHTIB cnemiaiabHOCTI «IIporpamHa imkeHepis».
PesyabTraTn. ExciepuMeHTanbHI JOCTIMKEHHS Jalu 3MOTY BCTAaHOBUTH BHCOKY KOPEJLIIHHY 3aJ€KHICTh MiX
pe3ynbratamu 1BoX MeTofiB. Koedimient kopemsmii B mexax 0,75...1,0 Ta i3 cepennim 3nauennsm 0,88 orpumano
32 yMOBH, IO 3alO3WYEHHS BPAaXOBYIOThCS Ui (DParMeHTIB TEKCTy 3aBJOBXKKHM HE MEHIIE II'SITH CIIiB.
HaykoBa HOBHM3HA. ABTOpM BIIEpII€ BCTaHOBWJIM MOSKJIMBOCTI Ta 3alpONOHYBAIM METOAM OIOCEPEIKOBAHOTO
BUSIBJICHHS IUIariaty 0e3 BHKOPUCTaHHs OaHKy TEKCTiB 3HayHOro obdcsary. Cyte Mojeini mojsirae y ¢opmaizaumii
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MPEJCTaBICHHS CHHTAaKCUCY pEYeHHS aBTopa HA0OpPOM TIIPaBWJI TIICTAHOBKMA 3 IMOBIPHICHUMH Baramu.
[pakTuyna 3HayuMicTh. Ha OCHOBI OTpIMaHUX pe3ybTaTiB PO3MHPEHO MOXKIMBOCTI 3 BUSBICHHS 3aII03UYCHD Ta
MiABHUIICHO PE3yNbTAaTHBHICTh BIAMOBITHAX MeTOAiB. OTpHMaHO peKOMEHAIlil 010 mapaMeTpiB KIACHIHUX METO-
IiB BHSBIICHHS 3aII03MYEHb, 30KpeMa K paliOHAJbHUN MapaMeTp IIiJ Yac BUKOPHCTAHHS CHCTEM BHUSBJIICHHS 3aIl0-
3W4eHb PEKOMEHI0BAHO BPaXxOBYBAaTH ()parMEeHTH TEKCTY JOBXXHWHOIO HE MEHIIE I1’sITh ciiB. [lommpeHo MOXIMBOCTI
METOJiB BCTAHOBJICHHS aBTOPCTBA TEKCTIB, apOOOBAaHMX HAa TEKCTaX XYAOXKHBOI JIiTEpaTypH, Ha BUKOPHCTaHHS
1 U1 TEXHIYHUX TEKCTIB.

Kniouosi crosa: mpupoTHOMOBHI TEKCTH; BU3HAUCHHS aBTOPCTBA; CTATUCTUYHHN aHaui3; Kinacudikawis; koedi-
LIEHT KOPEJIALil; KOHCTPYKTHBHO-TIPOAYKIIIHE MOJIETIIOBaHHS; KOHCTPYKTHBI3M; (popMaibHI TpaMaTHKH; Tpadu
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